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A brief introduction to  
helio- and asteroseismology	



Helio- and asteroseismology	
o  A quick overview 

n  What they are 
n  Why they are interesting 
n  What we have learned	

o  How do they work? 
n  More physical and mathematical details 

o  Some more recent results 
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Helio- and asteroseismology	
o  Investigation of the solar and stellar 

interiors based on their oscillations 
n  The Sun and stars are not transparent to 

electromagnetic waves 
n  They are transparent to ‘waves’ 
n  Seismic approaches are the only way to study 

inner work of the Sun and stars 
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Helio- and asteroseismology	
o  Oscillations? 

n  Variable stars are known from ancient times 
and many of them are pulsating variables 

n  Since 1962, the Sun is also known to be a 
pulsating variable 
o  Leighton et al (1962)’s discovery of the 5-minute 

oscillations  
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Global vs. Local	
o  Two main flavours of helioseismology 

n  Global helioseismology 
o  based on global eigenfrequencies 
o  for ‘global’ or highly symmetric structures 

n  Local helioseismology 
o  based on (for example) local travel times 
o  for localized measurements 

o  Asteroseismology can only be ‘global’ 
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What do we want to study?	
o  Is the standard solar model correct? 

n  Do we understand solar/stellar evolution 
processes? 

o  Ingredients of solar dynamo 
n  Differential rotation, meridional flow 
n  Convection 

o  How the internal processes are connected 
to observable surface phenomena 
n  Subsurface ‘weather’ 
n  Flux emergence processes 
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Soundspeed inversion 
o  The depth of the convection zone is about 

20 Mm, not 15 Mm 
n  The first major result from helioseismology 

	

µ
Tc ∝2 The base of the 

convection zone 
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Soundspeed inversion 
o  This modern model agrees with the 

‘observation’ within a half per cent 
accuracy 

resolution 

er
ro

r 

Rather uncertain 

What’s this 
bump? 



Solar differential rotation 
o  Based of measurement of rotational shifts 

of eigenfrequencies 
Surface shear layer 

Non-columnar rotation 

‘Tachocline’ 

Previous dynamo calculations 
all rejected 

Rigid rotation? 
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Tachocline 
o  A steep gradient in the rotation rate 

Tachocline	
Shear-induced mixing counteracting 
gravitational settling of Helium?	

Dynamo action?	



Structure around a sunspot 
o  From time-distance method 

A very well-known result but 
nobody is sure if this is correct	
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Double-cell meridional flow?	
o  Zhao et al. (2013)	

The Astrophysical Journal Letters, 774:L29 (6pp), 2013 September 10 Zhao et al.

(a)

(b)

Figure 3. (a) Comparison of the measured acoustic travel-time differences,
δτSN, from the HMI and MDI data after removal of the systematic center-to-
limb variations, together with the δτSN calculated from the interior velocity
inverted from the HMI measurements. Error bars for the green dashed curves
are similar to those for the black curves. (b) Comparison of the δτSN from the
HMI and MDI quiet-period observations before the removal of the systematic
effect.
(A color version of this figure is available in the online journal.)

We carry out two sets of inversions with and without the
mass-conservation constraint. For the results inverted from only
the helioseismic measurements without applying the mass-
conservation constraint, a two-dimensional cross-section view
of the meridional flow velocity and flow profiles at some
selected depths and latitudes are displayed in Figure 4. The δτSN
calculated from a forward procedure, which utilizes the same
equation as given above that links travel time and interior flows,
using the inverted velocity are overplotted in Figures 2 and 3(a)
to compare with the measured δτSN. It can be found that they
are in good agreement, demonstrating that our inversion results
fit the measurement quite well. Basically, our inversion results
show that the poleward flow of 15 m s−1 extends from the surface
to a depth of approximately 65 Mm, i.e., about 0.91 R⊙. Below
this, the flow direction turns equatorward with a maximum speed
of about 10 m s−1. Both the depth and the thickness of the zone
of return flow are clearly latitude dependent. The equatorward
flow shows a significant hemispheric asymmetry, stronger in
the northern hemisphere and weaker in the southern. Below
about 0.82 R⊙, the flow again becomes poleward, also with a
substantial hemispheric asymmetry. Errors from the inversion
are typically 1 m s−1 near the surface, and are as large as 10 m s−1

below 0.80 R⊙. Our inversion stops at about 0.75 R⊙ because the
noise prevents reliable inferences in the deeper layers. Longer
observations are required to increase the signal-to-noise ratio
(S/N).

Another set of inversion with the mass-conservation con-
straint (results are not shown in a figure) demonstrates that the
basic flow profile remains similar to that without applying the
mass constraint. The major difference is that the zone of equa-
torward flow becomes thicker, and the poleward flow below
0.82 R⊙ becomes slower.

The averaging kernels from our inversions for some selected
target depths are displayed in Figure 5. It can be seen that
the kernel is well localized in the shallow areas, and becomes
broader with the increase of depth, but are still localized in the
latitudinal direction. The negative side lobes above and below
the targeted area in the radial direction also become stronger
in amplitude and larger in size with the depth. The averaging
kernels remain the same for the same depth but different
latitudes.

4. DISCUSSION

Our analysis reveals a new picture of the Sun’s interior
meridional circulation, with poleward flows from the sur-
face to 0.91 R⊙ and from 0.82 R⊙ to at least 0.75 R⊙, and
an equatorward flow located between these in a layer of
about 0.09 R⊙ thick. This seems to form two meridional
circulation cells, one beneath the other in the radial direction
(Figure 1). Not being able to invert the flow profile beneath
0.75 R⊙ and above the latitude of 60◦, we cannot exclude
the possibility of more circulation cells in both radial and
latitudinal directions.

The interior meridional flow profile reported in this Letter
is obtained after the removal of the systematic center-to-limb
effect, therefore, a precise determination of this flow profile
relies largely on a precise determination of that systematic
effect. We follow the empirical approach of using the east–west
travel-time measurements along the equator to represent this
systematic effect, however, without knowing the exact cause of
this effect (as already pointed out in Section 2), a small deviation
of the real systematic effect from this representation can result
in a significant change of the inverted meridional flow profile
shown in Figure 4. However, the comparison of MDI and HMI
results, which carry different amount of systematic effects, gives
us confidence that our effect correction procedure is reasonable
(see Figure 3). Still, we believe it is necessary to develop a
different systematic-effect correction procedure in the future,
after the cause of the center-to-limb effect is better known,
to give a more robust inference of the deep meridional flow
profile.

Based on a single-cell circulation model with the equatorward
flow, peaking at 3 m s−1, located near the bottom of the
convection zone, Braun & Birch (2008) estimated that more
than one decade of continuous observations is required for
a reliable detection of the return flow, which is expected to
cause an acoustic travel-time shift of about 0.01 s. However,
the meridional flow profile determined from our measurements
differs from the model used in their estimation. Furthermore,
Figure 3 shows that the travel-time shift caused by the shallow
poleward flow is partly offset by the equatorward flow in the
middle of the convection zone, leaving the flow near the bottom
easier to measure. This explains why 2 yr of helioseismic
observations is able to probe the deep interior meridional flow.
Certainly, longer observations will enable us to reliably invert

4

The Astrophysical Journal Letters, 774:L29 (6pp), 2013 September 10 Zhao et al.

(a) (b) (c)

(d) (e)

Figure 4. Meridional flow profile, obtained by inverting the measured acoustic travel times. Panel (a) shows a cross-section view of the meridional-flow profile, with
the positive velocity directing northward. Panels (b) and (c) show the inverted velocity as functions of latitude averaged over several depth intervals. Panels (d) and
(e) show the velocity as functions of depth averaged over different latitudinal bands. Horizontal error bars represent the widths of averaging kernels (as shown in
Figure 5) in the latitudinal direction (panels (b) and (c)) and the radial direction (panels (d) and (e)). As the averaging kernels are obtained using the ray-approximation
sensitivity kernels without including the finite wavelength effects, these horizontal error bars do not represent the physical sensitivity ranges.
(A color version of this figure is available in the online journal.)

Figure 5. Averaging kernels obtained from the inversion procedure when the target is located at the latitude of 15◦N and depths of 50, 75, and 125 Mm, respectively.
(A color version of this figure is available in the online journal.)
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Corrected for 
CLV	

Uncorrected	



Supergranulation	
o  ‘Divergent’ flow signatures 

Travel-time difference 
(inward/outward) maps 
(15-Mm scale)	

Equatorial 
 (Sekii et al. 2007)	

Polar region 
(Nagashima et al. 2011)	
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Supergranulation	
o  Helioseismic analyses are finding out that 

supergranulation is a fairly ‘shallow’ 
phenomenon 
n  Duvall 1998 (MDI), Sekii et al 2007 (Hinode/

SOT) 
n  ~10Mm deep, give or take 

o  Polar supergranules are smaller and 
deeper than their low-latitude 
counterparts? (Nagashima 2010) 
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Emerging flux detections	
o  Can we detect magnetic fluxes before 

their emergence?	

30° east of the central meridian. Soon after the
start of emergence, the magnetic flux rate steeply
increased and had a strong peak on 27 October at
about 08:00 UT. A travel-time map, computed
from an 8-hour data set and centered at 03:30 UT,
26 October, about 28.5 hours before the peak in
flux rate, shows a strong negative travel-time
perturbation at the same solar coordinates but
deep inside the convection zone. This feature,
with maximum travel-time anomaly of 16.3 s
(relative to the quiet Sun), was initially observed
in the travel-time maps centered at 23:30 UT,
25 October, 10 hours before the start of the active
region emergence. During the next 4 to 5 hours

(20), the perturbation increased in size and strength
and then gradually weakened over the next 3 to
4 hours (Fig. 2D). No other strong perturbations
were detected at the same location before or
after the appearance of this perturbation.

ARs 8164 and 8171 emerged in the north-
ern and southern hemispheres at 04:00 UT,
23 February 1998 and 09:30 UT, 27 February
1998, respectively. They were both smaller and
less active than AR 10488. The total unsigned
magnetic flux and the flux rate of AR 8164 reveal
that most of the flux emerged during a period
of 2 days, with a strong peak in the flux rate
around 08:00 UT, 24 February (Fig. 3D). The

travel-time map of Fig. 3A, computed from an
8-hour data set centered at 00:00 UT, 23 February,
shows a strong signature of the emerging flux,
with the maximum travel-time anomaly of 14.0 s.
A similar signature, with the peak value of 12.5 s,
appeared in the travel-time map of AR 8171 for
a data set centered at 04:30 UT, 27 February (fig.
S2). These signatures first appeared several hours
before the start of magnetic field emergence in
the photosphere and at least 30 hours before
the corresponding peaks in the flux rate.

Active Region 7978 emerged in the southern
hemisphere at 17:00 UT, 06 July 1996. It contin-
ued to grow for the next 3 days, even though the
magnetic flux rate (Fig. 4D) was not as steep as in
the previous cases. The travel-timemap of Fig. 4A,
centered at 11:30 UT, 06 July, displays a strong
perturbation at the location of the emergence with
a maximum travel-time anomaly of 11.9 s.

All of our measurements were carried out
either in quiet-Sun regions, before the start of
emergence, or in emerging flux regions where
magnetic fields higher than 300 G had been
masked. The travel-time anomalies of Figs. 2 to 4
were all detected before the start of emergence,
and therefore they could not have been caused by
surface magnetism effects (21, 22). The sample
of four emerging flux events includes sunspot
regions of different size and total magnetic flux,
which were observed at different locations on the
solar disc during different phases of the solar
cycle. In all of these cases, the perturbation index
shows high peaks only for a narrow time interval
of the pre-emergence phase, but it stays very low
after the start of emergence (Figs. 2D, 3D, and
4D and fig. S2D). This indicates that strong emerg-
ing flux events are detectable by our method. In-
deed, our results show that 1 to 2 days after the
detected anomalies, the magnetic structures asso-
ciated with these anomalies reach the surface and
cause high peaks in the photospheric magnetic
flux rates. An emerging time of ~2 days from a
depth of ~60Mm is also consistent with numerical
simulation models of emerging flux [figure 18 of
(2)]. Our results also show an anticorrelation be-
tween the height of the perturbation index peak and
the time lag between this peak and the peak in the
flux rate. Thus, higher peaks in the perturbation
index may be caused by stronger magnetic fields
that are more buoyant and rise to the surface faster.

In order to test the statistical significance of
our results, we used the same method to analyze
nine data sets of quiet-Sun regions, with no
emerging flux events. The sample of nine regions
was selected from three different phases of the
solar cycle and covers several locations of the solar
disc up to 45° away from the disc center. These
regions did not show substantial travel-time
anomalies. The measured travel-time perturbations
follow a Gaussian distribution with a SD of ~3.3
s (fig. S3), which is 3.6 to 4.9 times smaller than
the peak signal of emerging flux regions. Such
perturbations can be caused by realization noise,
thermal variations, and weaker magnetic field struc-
tures that did not emerge soon in the photosphere.

Fig. 1. Acoustic ray
paths with lower turning
points between 42 and
75 Mm crossing a region
of emerging flux. For sim-
plicity, only four out of a
total of 31 ray paths used
in this study are shown
here.

Emerging Flux

A B

C D

Fig. 2. (A) Mean travel-time perturbation map (in seconds) of AR 10488 at a depth of 42 to 75 Mm,
obtained from an 8-hour data set centered at 03:30 UT, 26 October 2003. (B) Photospheric magnetic field
(in gauss) at the same time as (A). The whole map corresponds to the region where the computations were
carried out, whereas the squared area at the center corresponds to the region shown in (A). (C) Photospheric
magnetic field (in gauss) at the same location as (A) but 24 hours later. (D) Total unsignedmagnetic flux (red
line) and magnetic flux rate (green line) of AR 10488. The vertical blue line marks the start of emergence.
The pink line shows the temporal evolution of the perturbation index (in units of 125 s Mm2), which is
defined as the sum of travel-time perturbations with values lower than –5.4 s, within the signature of (A).
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Ilonidis, Zhao & 
Kosovichev (2011)	

30° east of the central meridian. Soon after the
start of emergence, the magnetic flux rate steeply
increased and had a strong peak on 27 October at
about 08:00 UT. A travel-time map, computed
from an 8-hour data set and centered at 03:30 UT,
26 October, about 28.5 hours before the peak in
flux rate, shows a strong negative travel-time
perturbation at the same solar coordinates but
deep inside the convection zone. This feature,
with maximum travel-time anomaly of 16.3 s
(relative to the quiet Sun), was initially observed
in the travel-time maps centered at 23:30 UT,
25 October, 10 hours before the start of the active
region emergence. During the next 4 to 5 hours

(20), the perturbation increased in size and strength
and then gradually weakened over the next 3 to
4 hours (Fig. 2D). No other strong perturbations
were detected at the same location before or
after the appearance of this perturbation.

ARs 8164 and 8171 emerged in the north-
ern and southern hemispheres at 04:00 UT,
23 February 1998 and 09:30 UT, 27 February
1998, respectively. They were both smaller and
less active than AR 10488. The total unsigned
magnetic flux and the flux rate of AR 8164 reveal
that most of the flux emerged during a period
of 2 days, with a strong peak in the flux rate
around 08:00 UT, 24 February (Fig. 3D). The

travel-time map of Fig. 3A, computed from an
8-hour data set centered at 00:00 UT, 23 February,
shows a strong signature of the emerging flux,
with the maximum travel-time anomaly of 14.0 s.
A similar signature, with the peak value of 12.5 s,
appeared in the travel-time map of AR 8171 for
a data set centered at 04:30 UT, 27 February (fig.
S2). These signatures first appeared several hours
before the start of magnetic field emergence in
the photosphere and at least 30 hours before
the corresponding peaks in the flux rate.

Active Region 7978 emerged in the southern
hemisphere at 17:00 UT, 06 July 1996. It contin-
ued to grow for the next 3 days, even though the
magnetic flux rate (Fig. 4D) was not as steep as in
the previous cases. The travel-timemap of Fig. 4A,
centered at 11:30 UT, 06 July, displays a strong
perturbation at the location of the emergence with
a maximum travel-time anomaly of 11.9 s.

All of our measurements were carried out
either in quiet-Sun regions, before the start of
emergence, or in emerging flux regions where
magnetic fields higher than 300 G had been
masked. The travel-time anomalies of Figs. 2 to 4
were all detected before the start of emergence,
and therefore they could not have been caused by
surface magnetism effects (21, 22). The sample
of four emerging flux events includes sunspot
regions of different size and total magnetic flux,
which were observed at different locations on the
solar disc during different phases of the solar
cycle. In all of these cases, the perturbation index
shows high peaks only for a narrow time interval
of the pre-emergence phase, but it stays very low
after the start of emergence (Figs. 2D, 3D, and
4D and fig. S2D). This indicates that strong emerg-
ing flux events are detectable by our method. In-
deed, our results show that 1 to 2 days after the
detected anomalies, the magnetic structures asso-
ciated with these anomalies reach the surface and
cause high peaks in the photospheric magnetic
flux rates. An emerging time of ~2 days from a
depth of ~60Mm is also consistent with numerical
simulation models of emerging flux [figure 18 of
(2)]. Our results also show an anticorrelation be-
tween the height of the perturbation index peak and
the time lag between this peak and the peak in the
flux rate. Thus, higher peaks in the perturbation
index may be caused by stronger magnetic fields
that are more buoyant and rise to the surface faster.

In order to test the statistical significance of
our results, we used the same method to analyze
nine data sets of quiet-Sun regions, with no
emerging flux events. The sample of nine regions
was selected from three different phases of the
solar cycle and covers several locations of the solar
disc up to 45° away from the disc center. These
regions did not show substantial travel-time
anomalies. The measured travel-time perturbations
follow a Gaussian distribution with a SD of ~3.3
s (fig. S3), which is 3.6 to 4.9 times smaller than
the peak signal of emerging flux regions. Such
perturbations can be caused by realization noise,
thermal variations, and weaker magnetic field struc-
tures that did not emerge soon in the photosphere.

Fig. 1. Acoustic ray
paths with lower turning
points between 42 and
75 Mm crossing a region
of emerging flux. For sim-
plicity, only four out of a
total of 31 ray paths used
in this study are shown
here.

Emerging Flux

A B

C D

Fig. 2. (A) Mean travel-time perturbation map (in seconds) of AR 10488 at a depth of 42 to 75 Mm,
obtained from an 8-hour data set centered at 03:30 UT, 26 October 2003. (B) Photospheric magnetic field
(in gauss) at the same time as (A). The whole map corresponds to the region where the computations were
carried out, whereas the squared area at the center corresponds to the region shown in (A). (C) Photospheric
magnetic field (in gauss) at the same location as (A) but 24 hours later. (D) Total unsignedmagnetic flux (red
line) and magnetic flux rate (green line) of AR 10488. The vertical blue line marks the start of emergence.
The pink line shows the temporal evolution of the perturbation index (in units of 125 s Mm2), which is
defined as the sum of travel-time perturbations with values lower than –5.4 s, within the signature of (A).

19 AUGUST 2011 VOL 333 SCIENCE www.sciencemag.org994

REPORTS

 o
n 

Au
gu

st
 2

2,
 2

01
1

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fro

m
 

A travel-time perturbation 
map	
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Far-side imaging 
o  The other side of the sun 



How do they work?	
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Dopplergram movies 
o  From SOHO/MDI 
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Dopplergram 
o  Dopplergram obtained by SOHO/MDI 
	

-2km/s < v < 2km/s 

Dominated by solar 
differential rotation 
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Dopplergram 
o  By subtracting 45-min average we can 

filter out rotation and supergranulation 
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FSH decomposition 
o  Any scalar function on sphere can be 

expanded in spherical harmonics 

order azimuthal 
degree 
:
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FSH decomposition 
o  For simplicity, we assume we observe the 

radial velocity (rather than the line-of-
sight velocity)  

o  In spatial domain, the velocity field can be 
expanded in spherical harmonics 
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FSH decomposition 
o  In time domain, Fourier decomposition 

comes in handy 

o  Then we have Fourier-Spherical-Harmonic 
decomposition of the velocity field 
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The k-ω diagram 
o  The power spectrum 
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The k-ω diagram 
o  The power spectum 

o  The characteristic 
‘ridge’ structure 
n  A full explanation would 

be too lengthy, but it is 
a signature of acoustic 
eigenoscillations 

∑+
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p-mode oscillations 
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The k-ω diagram 

f modes 

p modes, n=1 
p modes, n=2 
p modes, n=3 

no g modes yet 
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o  Solar eigenoscillation frequencies reflect 
interior structure of the sun 

o  In helioseismology, we try to reverse the 
path 

o  The principle is the same for 
asteroseismology 

Helioseismology 

Solar structure Eigenfrequencies 

Solar structure Eigenfrequencies 
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o  A brief answer: whatever is determining 
the eigenfrequencies has a chance	

o  What determines the eigenfrequencies? 
o  That is to say, what kind of force is 

working on plasma that constitutes the 
sun? 
n  Gas pressure 
n  Gravity 

o  Here we are neglecting rotation and magnetic fields 

What can helioseismology infer? 
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Ray theory 
o  At the high-frequency 

(‘asymptotic’) limit the 
propagation of sound 
wave in the sun can be 
well represented by a 
ray 

o  A ray path in the sun is 
not straight because of 
the variation in 
soundspeed 
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Fluid dynamical equation 
o  A more precise treatment requires 

perturbing fluid dynamic equations 
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Ray theory 
o  Modes with smaller ℓ 

values penetrate deeper 
o  Different modes 

‘samples’ different 
parts of the sun 

o  This is one reason why 
helioseismology works  
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Rotation of the sun 
o  Rotation of the sun affects the wave 

propagation 
n  primarily by advection 
n  also by Coriolis force 
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Rotational splitting 
o  As a result, the solar 

eigenfrequencies are 
shifted 

 
2|)(| ωlma

the gradient ∝ rotational frequency	
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Local helioseismology 
o  Forget the global modes 
o  Direct measurement of subsurface 

propagation of waves 
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Time-distance method 

o  Cross-correlation function 
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Time-distance method 
o  A solar time-distance diagram 

Cross-correlation 
function ∫ Δ=−
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Travel-time perturbation 
o  Using ray approximation 

o  Soundspeed perturbation     and flow 
velocity    lead to 
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Some more recent results	
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Double-cell meridional flow?	
o  Zhao et al. (2013)	

The Astrophysical Journal Letters, 774:L29 (6pp), 2013 September 10 Zhao et al.

(a)

(b)

Figure 3. (a) Comparison of the measured acoustic travel-time differences,
δτSN, from the HMI and MDI data after removal of the systematic center-to-
limb variations, together with the δτSN calculated from the interior velocity
inverted from the HMI measurements. Error bars for the green dashed curves
are similar to those for the black curves. (b) Comparison of the δτSN from the
HMI and MDI quiet-period observations before the removal of the systematic
effect.
(A color version of this figure is available in the online journal.)

We carry out two sets of inversions with and without the
mass-conservation constraint. For the results inverted from only
the helioseismic measurements without applying the mass-
conservation constraint, a two-dimensional cross-section view
of the meridional flow velocity and flow profiles at some
selected depths and latitudes are displayed in Figure 4. The δτSN
calculated from a forward procedure, which utilizes the same
equation as given above that links travel time and interior flows,
using the inverted velocity are overplotted in Figures 2 and 3(a)
to compare with the measured δτSN. It can be found that they
are in good agreement, demonstrating that our inversion results
fit the measurement quite well. Basically, our inversion results
show that the poleward flow of 15 m s−1 extends from the surface
to a depth of approximately 65 Mm, i.e., about 0.91 R⊙. Below
this, the flow direction turns equatorward with a maximum speed
of about 10 m s−1. Both the depth and the thickness of the zone
of return flow are clearly latitude dependent. The equatorward
flow shows a significant hemispheric asymmetry, stronger in
the northern hemisphere and weaker in the southern. Below
about 0.82 R⊙, the flow again becomes poleward, also with a
substantial hemispheric asymmetry. Errors from the inversion
are typically 1 m s−1 near the surface, and are as large as 10 m s−1

below 0.80 R⊙. Our inversion stops at about 0.75 R⊙ because the
noise prevents reliable inferences in the deeper layers. Longer
observations are required to increase the signal-to-noise ratio
(S/N).

Another set of inversion with the mass-conservation con-
straint (results are not shown in a figure) demonstrates that the
basic flow profile remains similar to that without applying the
mass constraint. The major difference is that the zone of equa-
torward flow becomes thicker, and the poleward flow below
0.82 R⊙ becomes slower.

The averaging kernels from our inversions for some selected
target depths are displayed in Figure 5. It can be seen that
the kernel is well localized in the shallow areas, and becomes
broader with the increase of depth, but are still localized in the
latitudinal direction. The negative side lobes above and below
the targeted area in the radial direction also become stronger
in amplitude and larger in size with the depth. The averaging
kernels remain the same for the same depth but different
latitudes.

4. DISCUSSION

Our analysis reveals a new picture of the Sun’s interior
meridional circulation, with poleward flows from the sur-
face to 0.91 R⊙ and from 0.82 R⊙ to at least 0.75 R⊙, and
an equatorward flow located between these in a layer of
about 0.09 R⊙ thick. This seems to form two meridional
circulation cells, one beneath the other in the radial direction
(Figure 1). Not being able to invert the flow profile beneath
0.75 R⊙ and above the latitude of 60◦, we cannot exclude
the possibility of more circulation cells in both radial and
latitudinal directions.

The interior meridional flow profile reported in this Letter
is obtained after the removal of the systematic center-to-limb
effect, therefore, a precise determination of this flow profile
relies largely on a precise determination of that systematic
effect. We follow the empirical approach of using the east–west
travel-time measurements along the equator to represent this
systematic effect, however, without knowing the exact cause of
this effect (as already pointed out in Section 2), a small deviation
of the real systematic effect from this representation can result
in a significant change of the inverted meridional flow profile
shown in Figure 4. However, the comparison of MDI and HMI
results, which carry different amount of systematic effects, gives
us confidence that our effect correction procedure is reasonable
(see Figure 3). Still, we believe it is necessary to develop a
different systematic-effect correction procedure in the future,
after the cause of the center-to-limb effect is better known,
to give a more robust inference of the deep meridional flow
profile.

Based on a single-cell circulation model with the equatorward
flow, peaking at 3 m s−1, located near the bottom of the
convection zone, Braun & Birch (2008) estimated that more
than one decade of continuous observations is required for
a reliable detection of the return flow, which is expected to
cause an acoustic travel-time shift of about 0.01 s. However,
the meridional flow profile determined from our measurements
differs from the model used in their estimation. Furthermore,
Figure 3 shows that the travel-time shift caused by the shallow
poleward flow is partly offset by the equatorward flow in the
middle of the convection zone, leaving the flow near the bottom
easier to measure. This explains why 2 yr of helioseismic
observations is able to probe the deep interior meridional flow.
Certainly, longer observations will enable us to reliably invert

4
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(a) (b) (c)

(d) (e)

Figure 4. Meridional flow profile, obtained by inverting the measured acoustic travel times. Panel (a) shows a cross-section view of the meridional-flow profile, with
the positive velocity directing northward. Panels (b) and (c) show the inverted velocity as functions of latitude averaged over several depth intervals. Panels (d) and
(e) show the velocity as functions of depth averaged over different latitudinal bands. Horizontal error bars represent the widths of averaging kernels (as shown in
Figure 5) in the latitudinal direction (panels (b) and (c)) and the radial direction (panels (d) and (e)). As the averaging kernels are obtained using the ray-approximation
sensitivity kernels without including the finite wavelength effects, these horizontal error bars do not represent the physical sensitivity ranges.
(A color version of this figure is available in the online journal.)

Figure 5. Averaging kernels obtained from the inversion procedure when the target is located at the latitude of 15◦N and depths of 50, 75, and 125 Mm, respectively.
(A color version of this figure is available in the online journal.)
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Convective velocity	
o  Hanasoge, Duvall & Sreenivasan (2012) 

n  Upper limits derived from non detections 
n  Convection not so fast? 
	

Fig. 4. Because wavelengths of helioseismic waves may be comparable to or larger
than convective features through which they propagate, the ray approximation is in-
accurate and finite-wavelength e↵ects must be accounted for when modeling wave
propagation in the Sun [20]. In order to derive the 3D finite-frequency sensitivity
function (kernel) associated with a travel-time measurement [21], we simulate waves
propagating through a randomly scattered set of 500 east-west-flow ‘delta’ functions,
each of which is assigned a random sign so as not to induce a net flow signal [22] (up-
per panel). We place these flow deltas in a latitudinal band of extent 120� centered
about the equator, because the quality of observational data degrades outside of this
region. We perform six simulations, with these deltas placed at a di↵erent depth in
each instance, so as to sample the kernel at these radii. The bottom four panels show
slices at various radii of the sensitivity function for the measurement which attempts
to resolve flows at r/R

�

= 0.96. Measurement sensitivity is seen to peak at the
focus depth, a desirable quality, but contains near-surface lobes as well. Note that
the volume integral of flows in the solar interior with this kernel function gives rise to
the associated travel-time shift, which explains the units.

Fig. 5. Observational bounds on flow magnitudes and the associated Rossby num-
bers. Panels a, b: solid curves with 1-� error bars (standard deviations) show ob-
servational constraints on lateral flows averaged over m at radial depths, r/R

�

=
0.92, 0.96; dot-dash lines are spectra from ASH convection simulations [6]. Colours
di↵erentiate between the focus depth of the measurement and coherence times. At
a depth of r/R

�

= 0.96, simulations of convection [6] show a coherence time of
T

coh

= 24 hours (panel a) while MLT [16] gives T
coh

= 96 hours (panel b), the
latter obtained by dividing the mixing length by the predicted velocity. Both MLT
and simulations [23, 24] indicate a convective depth coherence over 1.8 pressure scale
heights, an input to our inversion. At r/R

�

= 0.96, MLT predicts a 60 ms�1,
` = 61 convective flow and for r/R

�

= 0.92, an ` = 33, 45m s�1 flow (upon
applying continuity considerations [23]). Panel c shows upper bounds on Rossby num-

ber, Ro = U/(2⌦L), L = 2⇡r/
p

`(`+ 1), r = 0.92, 0.96R
�

. Interior
convection appears to be strongly geostrophically balanced (i.e., rotationally domi-
nated) on these scales. By construction, these measurements are sensitive to lateral
flows i.e., longitudinal and latitudinal at these specific depths (r/R

�

= 0.92, 0.96)
and consequently, we denote these flow components (longitudinal or latitudinal) by
scalars.
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KIC11145123	
o  A late A star 
o  Kepler magnitude Kp=13 
o  Huber et al. (2014) 

n  Effective temperature: Teff = 8050±200 K 
n  Surface gravity: log g = 4.0±0.2 (g in cgs)	
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Oscillations of KIC11145123	
o  Kepler quarters 0-16, long cadence, 

1340-day long 
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2 Kurtz et al.

sure modes (pmodes) and gravity, or buoyancy, modes (gmodes)
using the exquisitely precise Kepler Mission photometric data for
the purpose of observing their interior rotation from the surface
right to the core. The best candidates for this are stars known
as δ Sct – γ Dor hybrids, of which there are several hundred
amongst the 190 000 stars observed by Kepler during its four-year
mission (Uytterhoeven et al. 2011). We discuss our first success,
KIC 11145123, in this paper.

For readers new to asteroseismology, we summarise some ba-
sic concepts used in this paper. Each eigenmode of adiabatic os-
cillations of spherically symmetric stars is specified by the three
indices, n, l and m, which are called the radial order, the spheri-
cal degree and the azimuthal order, respectively. These indices rep-
resent the structure of the eigenfunction (e.g., the radial displace-
ment). The indices l and m indicate the number of surface nodes,
and the number of surface nodes that are lines of longitude, respec-
tively. Modes with l = 0, 1 and 2 correspond to radial, dipolar
and quadrupolar modes, respectively. We adopt the convention that
positive (negative)m designates prograde (retrograde) modes with
respect to rotation in the inertial frame. The radial order n is as-
sociated with the structure in the radial direction (Takata 2012).
We particularly follow Takata (2006) for the radial order of dipolar
modes. Negative values of n denote the radial orders of gmodes.

2 OBSERVATIONS AND FREQUENCY ANALYSIS

KIC11145123 has a Kepler magnitude Kp = 13, and is a late A
star. From the Kepler Input Catalogue (KIC) revised photometry
(Huber et al. 2014), its effective temperature is 8050 ± 200K and
its surface gravity is log g = 4.0± 0.2 (cgs units), showing it to be
a main sequence A star. The data used for the analysis in this paper
are the Kepler quarters 0 to 16 (Q0 – Q16) long cadence (LC) data.
Kepler has an orbital period about the Sun of 372.4536 d, hence
the quarters are just over 93 d. We used the multi-scale, maximum
a posteriori (msMAP) pipeline data; information on the reduction
pipeline can be found in the data release notes 211. To optimise
the search for exoplanet transit signals, the msMAP data pipeline
removes astrophysical signals with frequencies less than 0.1 d−1

(or periods greater than 10 d). None of the pulsation frequencies
we analyse in this paper are near to that lower limit, but if the star
has a direct rotational signal, e.g. from starspots, that will have been
erased by the pipeline. Since, as we show, the rotation period is near
to 100 d, any data reduction technique will struggle to find a direct
signal at this period because of its similarity to the time span or the
Kepler quarterly rolls. This has no effect on our analysis.

The top panel of Fig. 1 shows a full amplitude spectrum out
to the Nyquist frequency for KIC 11145123 for the nearly continu-
ous Kepler Q0-16 LC data spanning 1340 d (3.7 y). There are pul-
sations in both the g-mode and p-mode frequency regions, which
are clearly separated. The second and third panels show expanded
views of those p-mode and g-mode frequency ranges, respectively.

2.1 The pmodes

In the p-mode frequency range the highest amplitude peak is a sin-
glet, which we identify as arising from a radial mode; all other
higher amplitude frequencies in this range are in mode triplets, or

1 https://archive.stsci.edu/kepler/data release.html

Figure 1. Top panel: An amplitude spectrum for the Q0-16 Kepler long
cadence data up to the Nyquist frequency for KIC 11145123, showing the
presence of both gmodes and pmodes that are clearly separated. The mid-
dle and bottom panels show expanded looks in the p-mode and g-mode
frequency ranges, respectively.

mode quintuplets, all split by the rotation frequency in the outer
envelope of the star.

The highest amplitude δ Sct pmode is at ν1 = 17.96352 d−1

and is shown in Fig. 2a. For an estimate of the p-mode radial over-
tones, it is useful to look at the Q value for ν1. This is defined to
be

Q = Posc

√

ρ
ρ⊙

(1)

where Posc is the pulsation period and ρ is the mean density; Q is
known as the “pulsation constant”. Equation (1) can be rewritten as

c⃝ 0000 RAS, MNRAS 000, 000–000
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Oscillations of KIC11145123	
o  Kepler quarters 0-16, long cadence, 

1340-day long 
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P-mode range	

2 Kurtz et al.

sure modes (pmodes) and gravity, or buoyancy, modes (gmodes)
using the exquisitely precise Kepler Mission photometric data for
the purpose of observing their interior rotation from the surface
right to the core. The best candidates for this are stars known
as δ Sct – γ Dor hybrids, of which there are several hundred
amongst the 190 000 stars observed by Kepler during its four-year
mission (Uytterhoeven et al. 2011). We discuss our first success,
KIC 11145123, in this paper.

For readers new to asteroseismology, we summarise some ba-
sic concepts used in this paper. Each eigenmode of adiabatic os-
cillations of spherically symmetric stars is specified by the three
indices, n, l and m, which are called the radial order, the spheri-
cal degree and the azimuthal order, respectively. These indices rep-
resent the structure of the eigenfunction (e.g., the radial displace-
ment). The indices l and m indicate the number of surface nodes,
and the number of surface nodes that are lines of longitude, respec-
tively. Modes with l = 0, 1 and 2 correspond to radial, dipolar
and quadrupolar modes, respectively. We adopt the convention that
positive (negative)m designates prograde (retrograde) modes with
respect to rotation in the inertial frame. The radial order n is as-
sociated with the structure in the radial direction (Takata 2012).
We particularly follow Takata (2006) for the radial order of dipolar
modes. Negative values of n denote the radial orders of gmodes.

2 OBSERVATIONS AND FREQUENCY ANALYSIS

KIC11145123 has a Kepler magnitude Kp = 13, and is a late A
star. From the Kepler Input Catalogue (KIC) revised photometry
(Huber et al. 2014), its effective temperature is 8050 ± 200K and
its surface gravity is log g = 4.0± 0.2 (cgs units), showing it to be
a main sequence A star. The data used for the analysis in this paper
are the Kepler quarters 0 to 16 (Q0 – Q16) long cadence (LC) data.
Kepler has an orbital period about the Sun of 372.4536 d, hence
the quarters are just over 93 d. We used the multi-scale, maximum
a posteriori (msMAP) pipeline data; information on the reduction
pipeline can be found in the data release notes 211. To optimise
the search for exoplanet transit signals, the msMAP data pipeline
removes astrophysical signals with frequencies less than 0.1 d−1

(or periods greater than 10 d). None of the pulsation frequencies
we analyse in this paper are near to that lower limit, but if the star
has a direct rotational signal, e.g. from starspots, that will have been
erased by the pipeline. Since, as we show, the rotation period is near
to 100 d, any data reduction technique will struggle to find a direct
signal at this period because of its similarity to the time span or the
Kepler quarterly rolls. This has no effect on our analysis.

The top panel of Fig. 1 shows a full amplitude spectrum out
to the Nyquist frequency for KIC 11145123 for the nearly continu-
ous Kepler Q0-16 LC data spanning 1340 d (3.7 y). There are pul-
sations in both the g-mode and p-mode frequency regions, which
are clearly separated. The second and third panels show expanded
views of those p-mode and g-mode frequency ranges, respectively.

2.1 The pmodes

In the p-mode frequency range the highest amplitude peak is a sin-
glet, which we identify as arising from a radial mode; all other
higher amplitude frequencies in this range are in mode triplets, or

1 https://archive.stsci.edu/kepler/data release.html

Figure 1. Top panel: An amplitude spectrum for the Q0-16 Kepler long
cadence data up to the Nyquist frequency for KIC 11145123, showing the
presence of both gmodes and pmodes that are clearly separated. The mid-
dle and bottom panels show expanded looks in the p-mode and g-mode
frequency ranges, respectively.

mode quintuplets, all split by the rotation frequency in the outer
envelope of the star.

The highest amplitude δ Sct pmode is at ν1 = 17.96352 d−1

and is shown in Fig. 2a. For an estimate of the p-mode radial over-
tones, it is useful to look at the Q value for ν1. This is defined to
be

Q = Posc

√

ρ
ρ⊙

(1)

where Posc is the pulsation period and ρ is the mean density; Q is
known as the “pulsation constant”. Equation (1) can be rewritten as
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sure modes (pmodes) and gravity, or buoyancy, modes (gmodes)
using the exquisitely precise Kepler Mission photometric data for
the purpose of observing their interior rotation from the surface
right to the core. The best candidates for this are stars known
as δ Sct – γ Dor hybrids, of which there are several hundred
amongst the 190 000 stars observed by Kepler during its four-year
mission (Uytterhoeven et al. 2011). We discuss our first success,
KIC 11145123, in this paper.

For readers new to asteroseismology, we summarise some ba-
sic concepts used in this paper. Each eigenmode of adiabatic os-
cillations of spherically symmetric stars is specified by the three
indices, n, l and m, which are called the radial order, the spheri-
cal degree and the azimuthal order, respectively. These indices rep-
resent the structure of the eigenfunction (e.g., the radial displace-
ment). The indices l and m indicate the number of surface nodes,
and the number of surface nodes that are lines of longitude, respec-
tively. Modes with l = 0, 1 and 2 correspond to radial, dipolar
and quadrupolar modes, respectively. We adopt the convention that
positive (negative)m designates prograde (retrograde) modes with
respect to rotation in the inertial frame. The radial order n is as-
sociated with the structure in the radial direction (Takata 2012).
We particularly follow Takata (2006) for the radial order of dipolar
modes. Negative values of n denote the radial orders of gmodes.

2 OBSERVATIONS AND FREQUENCY ANALYSIS

KIC11145123 has a Kepler magnitude Kp = 13, and is a late A
star. From the Kepler Input Catalogue (KIC) revised photometry
(Huber et al. 2014), its effective temperature is 8050 ± 200K and
its surface gravity is log g = 4.0± 0.2 (cgs units), showing it to be
a main sequence A star. The data used for the analysis in this paper
are the Kepler quarters 0 to 16 (Q0 – Q16) long cadence (LC) data.
Kepler has an orbital period about the Sun of 372.4536 d, hence
the quarters are just over 93 d. We used the multi-scale, maximum
a posteriori (msMAP) pipeline data; information on the reduction
pipeline can be found in the data release notes 211. To optimise
the search for exoplanet transit signals, the msMAP data pipeline
removes astrophysical signals with frequencies less than 0.1 d−1

(or periods greater than 10 d). None of the pulsation frequencies
we analyse in this paper are near to that lower limit, but if the star
has a direct rotational signal, e.g. from starspots, that will have been
erased by the pipeline. Since, as we show, the rotation period is near
to 100 d, any data reduction technique will struggle to find a direct
signal at this period because of its similarity to the time span or the
Kepler quarterly rolls. This has no effect on our analysis.

The top panel of Fig. 1 shows a full amplitude spectrum out
to the Nyquist frequency for KIC 11145123 for the nearly continu-
ous Kepler Q0-16 LC data spanning 1340 d (3.7 y). There are pul-
sations in both the g-mode and p-mode frequency regions, which
are clearly separated. The second and third panels show expanded
views of those p-mode and g-mode frequency ranges, respectively.

2.1 The pmodes

In the p-mode frequency range the highest amplitude peak is a sin-
glet, which we identify as arising from a radial mode; all other
higher amplitude frequencies in this range are in mode triplets, or

1 https://archive.stsci.edu/kepler/data release.html

Figure 1. Top panel: An amplitude spectrum for the Q0-16 Kepler long
cadence data up to the Nyquist frequency for KIC 11145123, showing the
presence of both gmodes and pmodes that are clearly separated. The mid-
dle and bottom panels show expanded looks in the p-mode and g-mode
frequency ranges, respectively.

mode quintuplets, all split by the rotation frequency in the outer
envelope of the star.

The highest amplitude δ Sct pmode is at ν1 = 17.96352 d−1

and is shown in Fig. 2a. For an estimate of the p-mode radial over-
tones, it is useful to look at the Q value for ν1. This is defined to
be

Q = Posc

√

ρ
ρ⊙

(1)

where Posc is the pulsation period and ρ is the mean density; Q is
known as the “pulsation constant”. Equation (1) can be rewritten as

c⃝ 0000 RAS, MNRAS 000, 000–000

G-mode range	



Modelling KIC 11145123	
o  The best model 

n  M=1.46M¤ 

n  Has a convective core  (r〜0.05R) 
n  Z=0.01, Y=0.36 

o  Helium abandunce high 
o  Too faint and too cool for the KIC parameters 
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Nearly a rigid rotator	
o  The g-mode splittings show very small 

scattering 
n  Δfg=0.0047562±0.0000023 d-1 (average) 
n  Implies a rigid rate of about 0.0095 d-1 (in 

rotational frequency) 
o  Cnl→1/2 for dipole g modes 

o  The p-mode shifts are more or less 
consistent with this rate too 

o  Cnl→0 for p modes 

o  However… 

Hinode seminar 19 Nov 2014 



Rotational shift of frequencies	

Hinode seminar 19 Nov 2014 

   18
    l    n   splt(c/d)  dsplt(c/d)
    1  -31   0.0047449   0.0000026
    1  -30   0.0047942   0.0000111
    1  -29   0.0047512   0.0000071
    1  -28   0.0047692   0.0000034
    1  -27   0.0047697   0.0000014
    1  -26   0.0047566   0.0000011
    1  -25   0.0047815   0.0000015
    1  -24   0.0047534   0.0000023
    1  -23   0.0047865   0.0000112
    1  -22   0.0047847   0.0000044
    1  -21   0.0048026   0.0000156
    1  -20   0.0047939   0.0000181
    1  -19   0.0047500   0.0000252
    1  -18   0.0047837   0.0000165
    1  -17   0.0047745   0.0000296
    1    3   0.0101560   0.0000025
    1    4   0.0085460   0.0000049
    1    5   0.0102570   0.0000599
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o  The envelope seems to be rotating slightly 
faster since… 
n  Δfg=0.0047562±0.0000023 d-1 (average) 
n  Δfp=1.0101560±0.0000025 d-1 (l=1, n=3) 
n  Δfp-2Δfg>0 

o  Note that 
n  Ωp/2π＞Δfp (lower bound) 
n  Ωg/2π<2Δfg (upper bound) 
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Core vs envelope	



Two-zone modelling	
o  Fitting the following form 

o  …not even to individual splittings, but to 
the p- and g-averaged splittings 

Hinode seminar 19 Nov 2014 

Ω(r) =
Ω1 (0 ≤ r ≤ rb )
Ω2 (rb ≤ r ≤ R)
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Two-zone modelling	
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in the outer layers. The situation also permits the following simpli-
fied two-zone modelling.

In constructing a two-zone model, in which the angular veloc-
ity Ω(r) has the form

Ω(r) =

{

Ω1 (0 ! r ! rb)
Ω2 (rb ! r ! R)

(15)

with a prescribed position of the boundary rb, one usually fits ob-
served rotational shifts of frequencies. Here, however, because of
the segregation of their kernels, we can simply average g-mode
data and p-mode data separately and use them to obtain a two-zone
model. Namely, we define the mean rotational shift for gmodes as

δωg =
∑

g

cg,nlmδωn,l,m , (16)

where the summation is taken over the gmodes we use for the anal-
ysis. The weighting coefficients cg,nlm are inversely proportional
to the formal uncertainty in δωn,l,m, and the sum of all the coeffi-
cients is unity. Using the same weighting coefficients, observation
errors are propagated to δωg, and we also introduce a mean splitting
kernel for gmodes, including the factorm(1− Cn,l):

Kg(r) =
∑

g

cg,nlmm(1− Cn,l)Kn,l(r) (17)

to have the g-mode constraint

δωg =

∫ R

0

Kg(r)Ω(r)dr , (18)

which is further simplified, assuming the two-zone model (15), to

δωg = γg1Ω1 + γg2Ω2 (19)

by denoting two kernel integrals with γgi:

γg1 =

∫ rb

0

Kg(r)dr (20)

γg2 =

∫ R

rb

Kg(r)dr . (21)

We repeat the process for pmodes to obtain the p-mode con-
straint

δωp = γp1Ω1 + γp2Ω2 , (22)

with p-mode quantities defined similarly. Note that, in reality, we
used (ωn,l,+1−ωn,l,−1)/2 as the rotational-shift measurement for
each triplet, with formal errors properly propagated. It is then a
straightforward and transparent process to determine Ω1 and Ω2

from equations (19) and (22) and estimate the formal errors.
Fig. 13 shows the results obtained by using all 15 gmodes and

two dipole pmodes, ν2 and ν5, all given in Table 4, together with
mean splitting kernels for g and pmodes, which clearly show that
the spatial separation for these mean kernels is indeed good. We
have good measurements of two quadrupole mixed modes (ν3 and
ν4 in Table 4), but they are excluded from this simple analysis be-
cause their splitting kernels have amplitudes both in the core and in
the outer layers. This is in contrast to the situation in the subgiant
and giant stars studied by Deheuvels et al. (2014) and by Beck et al.
(2012), where they had to rely on mixed modes to probe the deep
interior.

The most natural choice of the boundary is rb = 0.3R, as
this is where the g-mode kernel and the p-mode kernel cross over,
but results for other values of rb are also shown. For rb = 0.3R
the estimates obtained are Ω1/2π = 0.009379 ± 0.000002 (d−1)

Figure 13. The step functions are the rotational frequencies (Ω(r)/2π) of
the two-zone model obtained from 15 gmodes and 2 dipole pmodes, for the
boundary position rb/R = 0.3, 0.4, 0.5, 0.6 and 0.7. The g-mode kernel
Kg(r) (solid curve) and the p-mode kernel Kp(r) (dashed curve) are also
shown to be well separated. The kernels are multiplied by the stellar radius
R to render them dimensionless.

and Ω2/2π = 0.009695 ± 0.000002 (d−1). As we see in Fig. 13,
the estimates do not depend strongly on the choice of rb. Essen-
tially, these results strengthen the inference that in this star the sur-
face layer is rotating slightly faster than the core. The surface to
core contrast of the rotation speed is about 3 per cent, less than
was indicated in Section 4.2. This is due to the inclusion of ν5, that
exhibits rotational shifts of frequencies much less than ∆f(p) in
equation (8).

Since our estimates of Ωi are simply linear combinations of
δωg and δωp, which are in turn linear combinations of δωn,l,m

in equation (3), it is possible to write down the relation between
acquired Ωi and the rotation rate in the star in the following form

Ωi =

∫ R

0

Ki(r)Ω(r)dr . (23)

The unimodular function Ki(r) is the averaging kernel, used to
examine the resolution or, in our case, unwanted contamination by
rotation rate outside the target region. For example, if K1(r) has
a large value near the surface, it means our estimate of the ‘core
rotation rate’ is affected by the surface rate. In our case, integrating
K1(r) in the range 0 ! r ! rb and integratingK2(r) in the range
rb ! r ! R return unity. As is seen in Fig. 14, the averaging
kernel K1(r) is not completely zero in the range rb ! r ! R,
nor is K2(r) in the range 0 ! r ! rb, but after integration they
are essentially zero, giving nearly complete separation of the zones.
The small contribution from the off-target ranges are the indication
that our choice of rb = 0.3R was a good one.

4.3.1 Inversion

Regularised Least-Squares fitting with a first derivative constraint
has also been done, using 15 gmodes and 4 pmodes (ν2 to ν5 in Ta-
ble 4). For strong regularisation parameters (i.e. strong smoothing),
once again we obtain rotation rates that indicate that the surface
layer is rotating slightly faster than the core.

c⃝ 0000 RAS, MNRAS 000, 000–000

Solid: g-mode kernel	
Dotted: p-mode kernel	

Step functions: 
         two-zone models	

Good separation between 
regions sampled by two 
kernels	



KIC 11145123 results	
o  A terminal-age main-sequence A star 

KIC11145123 exhibit both p-mode oscillations 
and g-mode oscillations 

o  This permits us to examine the core rotation and 
the envelope rotation separately 
n  The star is almost a rigid rotator 
n  The envelope however is rotating slightly 

faster ‘on average’ 
o  There are implications on angular momentum 

transport mechanism --- waves? 
n  Strong mechanism inferred from red-giant results too 
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Summary 
o  Helioseismology is about measuring 

physical quantities inside the sun, based 
on wave/oscillation 
n  Global mode inversions have revealed the 

internal structure as well as the internal 
differential rotation 

n  Local helioseismology, still an immature 
discipline, promises to tell us more about 
inhomogeneous static and dynamic structure 
of the sun 

o  …and then to asteroseismology! 


